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Abstract Before analyzing cells in Laboratory in prostate cancer detection, a classification system can give valuable information about the cancer. The purpose of this paper is to assess the value of Artificial Immune System (AIS) and Artificial Neural Networks (ANN) for classification of prostate cancer cases. Paraffine-embedded prostate cancer tissue specimens of 50 prostate cancer subjects were used in this study. Age range was 35-72 years and all subjects were males. 10 subjects had family history of cancer and 40 patients were non family. An Artificial Immune System (AIS) which is based on clonal selection theory was used to classify these 50 subjects as healthy and patient. With the correct arrangement in system parameters, AIS has reached a classification accuracy of 93.33%. This ratio in 50 data means that in test phase, only one data was misclassified as healthy whereas indeed that data was belonging to a patient. The classification procedure was also done with another method which is a well-known effective classification method for biomedical data: Artificial Neural Networks. The result for this application was 100% with ANN method. While it seems that there is a big difference in the performances of AIS and ANN in the classification accuracy, this difference was only because of 1 data. Thus, it can be said that, AIS is also a good performing classification algorithm as well as ANN for this application.
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Introduction Prostate cancer is the most common malignancy in men and majority leading cause of cancer deaths in the Eastern world. The genetic predisposition to prostate cancer is well established, as genomic instability is a common feature of many human cancers. Epidemiological studies have suggested that several risk factors (Li, et al., 1997; Steck et al., 1997; Magnusson et al., 1998; Marshall, 1991). Knowing about the genetic markers of prostate cancer in men with prostate cancer diagnosis could help. Inactivation or deletion a large number of tumor-related genes, which otherwise regulate normal cellular growth and suppression of abnormal cell proliferation, is recognized to be one of the major mechanisms of tumorigenesis (Goddard and Solomon, 1993; Waite and Protean, 2002). The successful treatment of prostate cancer relies on detection of the disease at its earliest stages. Although prostate-specific antigen (PSA)-based screening has been a significant advance in the early diagnosis of prostate cancer, identifying specific genetic alterations in a given family or patient will allow more appropriate screening for early disease. Mapping and identification of specific prostate cancer susceptibility genes is slowly becoming a reality.

Immune System (IS) can be regarded as a defence mechanism of the body. It seeks the condition of body and explores if there is any dangerous situation. If so, the related units are put into effect and necessary processes are held. Artificial Immune System (AIS) is an artificial intelligence method whose roots lie to simple mathematical models developed for the understanding of natural immune system ([L. N. de Castro, and Timmis, 2002; L.N. de Castro, and Von Zuben, 1999; Dasgupta, 1998). Later, with properties like learning, memory, distributed and organized working, etc. in these models, researchers had begun to scrutinize the natural immune system as an inspiration source of AIS. Since that time, many methods modelling or inspiring from some metaphors in natural immune system have been developed and
applied to various problems (Chaudhuri et al., 2007). Medical classification problems are among them. In this study we applied an Artificial Immune System (AIS) to the problem of prostate cancer classification. The used AIS models the clonal selection theory in IS as many other AISs. 17 data from healthy people and 33 data from patients were used for this classification process. The features of data are age, gleason score, personal history of cancer and family history of cancer. The 70% of data was taken for training and the remaining 30% was used for the test process. After analysing AIS with different parameters, best classification accuracy on test data was recorded as 93.33%. In other words, only one data was incorrectly classified.

The other type of classification with prostate cancer data was conducted with artificial neural networks (ANN) (Principe, et al., 1999). When this widely used effective classifier was applied the performance has increased to 100% by correctly classifying the whole test data.

1 Materials and Methods
1.1 Dataset formation
Paraffine blocks of prostate pathologies were derived from the archives of the Department of Pathology in Faculty of Medicine at the University of Selcuk, Turkey. Namely, Paraffine-embedded prostate cancer tissue specimens of 50 subjects were used in this study. Age range was 35-72 years, all subjects were males. 10 subjects had family history of cancer and 40 subjects were non family. These subjects went to physicians to demonstrate a variety of serious symptoms of prostate cancer, e.g., difficulty in voiding, urodyina, urgent and frequent urination, and hematuria. Their prostates were examined by one or more of the following means: rectal ultrasound detection, digital rectal examination, computed tomography, and magnetic resonance imaging. Biopsy was performed for the subjects who were suspected to have prostate cancer, and all specimens were from archived paraffin blocks.

Diagnosis of prostate cancer requires the tissue and cell specimens. These specimens are screened and analyzed by a pathologist using a microscope. Optimum medical treatment is decided according to this information gathered by the pathologist. In some cases, correct diagnosis is very hard and there can be 30-40% difference between pathologists’ decisions (Schenck, and Planding, 1998). Dramatic results about wrong diagnosis of cancer cases from biopsy slides can be found in (Kopec et al., 2003). Prostate cancer is evaluated using two staging systems: the Jewett-Whitmore system and the TNM (tumor, node, metastases) system. In TNM system, T refers to the size of the primary tumor, N will describe the extent of lymph node involvement, and M refers to the presence or absence of metastases.

In this study, 50 data with 4 features were used. The features are:
1. Age
2. Gleason score (PSA*)
3. Personal History of Cancer
4. Family History of Cancer

Here, PSA is a protein produced by the prostate gland that can be detected in the blood. Levels rise with age and when the prostate is enlarged. Significantly increased levels of PSA in the blood can indicate prostate cancer. PSA levels are also known to rise in other prostate conditions such as prostatitis (inflammation of the prostate). Normal values of PSA are as the following:

\[
\text{AGE / PSA Value}
\]

Under 50 years / < 2.5
50 – 59 years / < 3.5
60 – 69 years / < 4.5
70 years and over / < 6.5

The personal and family history of cancer in 3rd and 4th features are taken as 0 if there is no presence of cancer and 1 if there has been a cancer in the subject or his family. The 17 data belong to the healthy subjects while the remaining 33 data were of subjects with prostate cancer. The 70% of the whole data was taken for training, and 30% was taken for test. The
division of dataset for training and test is shown in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Test</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>12</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td>Patient</td>
<td>23</td>
<td>10</td>
<td>33</td>
</tr>
<tr>
<td>Total</td>
<td>35</td>
<td>15</td>
<td>50</td>
</tr>
</tbody>
</table>

The AIS system was trained using training data and its performance in the test set was recorded. Also, to have an insight about the result of this study, a widely used method- Artificial Neural Networks- was also applied to the same data.

1.2 Used AIS system

The applied method is a simple AIS algorithm that mimics the clonal selection theory in natural immune system as many other clonal selection-based AIS methods (Ada, and Nossal, 1987; Chen, and Mahfouf, 2006; Cutello et al., 2005; L. N. de Castro, and Von Zuben, 2000; Garrett, 2003; Ong et al., 2005; Perelson, and Oster, 1979; Timmis, and Neal, 2001). The biological base for this theory can be found in (Abbas, 1994). The block diagram of used AIS method is shown in Figure 1.

Here, the system units are named as Antibodies (Ab) and inputs that are presented to the system are regarded as Antigens (Ag). A random population is formed in the beginning and the affinity of each member of this population to a presented input (Ag) is calculated using Euclidean distance criterion given below in Equation 1:

Affinity=$1-D$ ;where

$$D = \frac{1}{L} \sqrt{\sum_{k=1}^{L} (Ab_k - Ag_k)^2}.$$  

Here, $Ab_k$ is the $k^{th}$ feature of $Ab$ vector and $Ag_k$ is the $k^{th}$ feature of $Ag$ vector.

If the affinity of an $Ab$ in the population exceeds a threshold value named as $supp$, that $Ab$ is selected for cloning. Cloning is done by simply copying the vector of $Ab$ with a number proportional to the $Ab$'s affinity and after that, a clone population is formed. After cloning, a mutation procedure is applied to the some $Ab$ clones to have diversity in the population. The mutation is done through changing some values of $Ab$ vectors by a new value which is determined randomly. That is, besides of random determination of which $Abs$ will be mutated, the selection of features that will be changed and the determination of new feature values are also conducted in a random fashion. After these processes, a number of best $Abs$ in mutated population is taken for the next iteration (the best $Abs$ are the $Abs$ whose affinities are highest). Also some randomly generated $Abs$ are added to these $Abs$ for the use in next iteration as a beginning population. The iterations are conducted a number of times a memory population is formed using best $Abs$ produced after the iterations conducted for each $Ag$. The class information of that $Ab$ is also taken with the same class of presented $Ag$.

As a last step, the memory $Abs$ are deleted from the memory population, if the affinity of them is higher that $supp$ value with any other memory $Ab$ (Figure 1).

Here a memory population including memory $Abs$ and their class information is formed in training. The classification procedure on the other hand is done through finding the nearest memory $Ab$ to the presented $Ag$ and class decision about that $Ag$ is given by looking the class information of that nearest $Ab$.

In our application, we conducted 100 iterations for each presented input data ($Ag$). The 50 $Abs$ were used in the beginning population in each iteration. The determination of correct $supp$ value was done in experimentally. That is the $supp$ value was changed between 0.9-0.01 and for each experienced $supp$ value, a training-test process was conducted to see the resulted test classification accuracy in percentage. Here this accuracy is calculated as:

$$accuracy(T) = \frac{\sum_{i=1}^{T} assess(t)}{|T|}, t_1 \in T$$

$$assess(t) = \begin{cases} 1, & \text{if } classify(t) = t.c \\ 0, & \text{otherwise} \end{cases}$$
where \( T \) is the set of data items to be classified (the test set), \( tc \in T \), \( t \in T \) is the class of the item \( t \), and \( \text{classify}(t) \) returns the classification of \( t \) by method. The best \( supp \) value is determined as the \( supp \) value for which the test classification accuracy is the highest.

After conducting the classification of prostate cancer data with AIS, an ANN structure was also trained and tested for the same data. One-layer ANN architecture was used and gradient descent learning rule was utilized in the training. The optimum value of learning rate parameter, the number of hidden nodes and the momentum constant are also determined in the experiments to give the highest test classification accuracy. The results of ANN were compared with AIS.

\[
\begin{align*}
\text{For each } Ag & \quad \text{randomly generate an initial population} \\
\text{Calculate affinities of } Ab \text{ in initial population to presented } Ag & \quad \text{Select } Ab \text{ whose affinity is higher than supp threshold for cloning and mutation} \\
\text{Clon and mutate selected } Ab & \quad \text{is max. Iteration reached?} \\
\text{send highest affinity } Ab \text{ to the memory population is its affinity to current memory } Ab \text{ in the memory population is not higher than supp threshold}
\end{align*}
\]

Figure 1 The Flow chart of clonal based AIS system
2 Results
As stated in the previous section, the first application study was conducted with AIS and the optimum value of supp value was searched through changing its value in 0.01-0.9 interval to have maximum test classification accuracy. Normally, used data and system units are normalized vectors and the affinity value lie only in the [0-1] interval. So, supp value should be selected in that interval and we begun with 0.9 value and decrease it with 0.1. Then, around some values which give high classification accuracies we decreased or increased supp value more tenderly. That is, we first had a rough insight about supp values and scrutinized some good values in a more detailed way. The test classification accuracies for searched supp values are given in Figure 2.

![Figure 2](image_url)

Figure 2 The change of test classification accuracy with regard to the change in supp value

As shown from the figure, the maximum test classification accuracy was detected as 93.33% for 0.07, 0.18 and 0.25 values for the supp value. Because 15 data in the test procedure is used, this accuracy means that only one data is misclassified by the system. Figure 2 shows that there isn’t a specific way of determining supp value. That is, we cannot say that the accuracy decreases as supp increases or otherwise. The only way of finding best supp value is to search for supp value through experimentation.

The other application of prostate cancer classification was with ANN method. As stated in Section 2, gradient descent learning algorithm was taken for a one-hidden layered ANN. The searched parameters in this application are optimum number of hidden nodes (hn), learning rate (lr) and momentum constant (mc). In this search procedure, firstly by fixing lr and mc to values of 2 and 0.8, hn is changed between 1 and 50 by steps of 1 and for each experimented hn values, the test classification accuracy was recorded. The change of test classification accuracy, according to the hn values is shown in Figure 3.

As can be seen from the figure, 100% test classification accuracy was reached for some hidden node numbers like 16, 35, 40 and 45. Thus we took hn as 16. Searches for best lr and mc parameters were also done but, because the 100% was reached, these are not presented here.
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Figure 3 Change of test classification accuracy according to the changing hn number

In summary, ANN has reached a higher result than AIS but two points should be emphasized here:

- The difference was only for one test data. That is ANN has correctly classified one more data
- The number of dataset is not satisfactory to have a confidential comparison between two systems.
- Anymore, both methods have well performed for this classification task and encouraged us to use these systems with much more data in real applications of daily life.

3 Discussion
Application of some artificial intelligence methods to the classification of some disease has increasing day by day. While this kind of systems cannot be used in
their own in detecting abnormalities, at least they can help physician in selecting suspicious situations or in deciding his resultant decision.

In our study, we classified prostate cancer data of 50 subjects by AIS and ANN. By taking the clonal selection model in immune system, a code for AIS was written and applied to the dataset for classification. With best system parameters, AIS has reached a test classification ratio of 93.33% by misclassifying only 1 test data. On the other hand ANN has reached 100% accuracy. Whereas it is not possible to do a confidential comparison between AIS and ANN methods for 50 data, we can say that ANN can be searched for more crowded datasets for a real-life application to help doctors.
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